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Motivation

Motivation

@ lll-defined conventions when calculating quantum entropies (for example
01n 0 = 0) work operationally but it is not easy to use them when we automate
the calculations with programming languages.

@ It is not easy to find analytic calculations of quantum entropies in the literature.

@ Why a physicist might care about quantum entropies?

Proposal for a Direct Measurement of the von Neumann Entropy and the Relative
Entropy of Coherence

Bertiilio de Lima Bernardo'?

Variational approach to relative entropies (with
application to QFT)

Stefan Hollands'*

@ Why do we even talk about more than one entropy? Different entropies can
describe extra or different phenomena than the common definitions.
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Spectral theorem

Functional Calculus

Common appearance of the spectral theorem:
F(A) =) f(a)loi) (4]

matrix formation:

f(Oq) 0 0
FA) = M 0 f(?@) 0 ML
0 0 [ (o)

The modal matrix approach of the spectral theorem holds for any
simple real-valued measurable function of a d X d Hermitian matrix.
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Quantum Theory

Quantum states and substates

Pure states are ket vectors |1)) € H. The density operator:
p= Zpi [¥i) (il
i

with Trp=1,p = pf,p > 0.

The randomness of a quantum state expressed via the density matrix has two
manifestations.

The reduced substate:

pt =Trg (p"?) =D (Ia @ (ilg) p*P (Ia ® i) )

3

Tep | > piwli) (Kl @[ 5) Ulg | = D pimald) (ko Tr (15) ()

.9,k .3,k
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Quantum Theory

Entanglement

Definition

A mixed state of a composite system described by a density matrix p
acting on H 4 ® Hp is separable if there exist p; > 0, {pfé\} and {piB} for
which piy € D(H.A), p'y € D(Hg) and

p=> pips ®py

7

where Y. p; = 1. Otherwise the state is called entangled.

@ The assumption that the physical properties of the system have
definite values which exist independent of observation is sometimes
known as the assumption of realism.

@ The assumption that a measurement can be performed on system A
that does not influence the result of a measurement on system B is
sometimes known as the assumption of locality.
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Quantum Theory

Bell's inequalities

Based on EPR-like states (]00) + |11))/+/2 Bell discovered his famous inequalities.

ON THE EINSTEIN PODOLSKY ROSEN PARADOX

J. S. BELLY

Assuming a probability distribution of predictive properties P consistent with local
realism we are forced to find E(P) < 2. However projective measurements lead to
E(P) = 21/2. Violation of these inequalities is though of as a sufficient criterion for
entanglement.

Conditional entropies and their relation to entanglement criteria| Entropic Bell Inequalities

Karl Gerd H. Vollbrechtf] and Michael M. Wolff] N. J. Cerf! and C. Adami'?
Quantum information can be nega!ive Negative entropy and information in quantum mechanics

Michal Horodecki', Jonathan Oppenheim > & Andreas Winter® N. J. Cerf! and C. Adami'?

@ Negative conditional entropy is necessary condition for entanglement.

@ Positive conditional entropy is a necessary condition for separability.




Quantum entropies
©00000000000

von Neumann entropy

Basic theory and concepts

(Von Neumann entropy) The von Neumann entropy of a quantum state p is
defined as:

S(p) = —Tr(plogp).

Definition

| \

(Heuristic von Neumann entropy)For a density matrix p € D(#) the heuristic
form of the von Neumann entropy is defined as:

S(p) = = Tr(F(p))

in which F is the function F : [0,1] — R:

F(x) = lim(cloge)

€E—rT

For non-symbolic programming:

F(w)_{o z=0

zloge >0
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von Neumann entropy

Example-1

A statistical mixture of N orthogonal(mutually exclusive) pure states.

p= Z pi |2y (i| = diag(po, p1, -, PN—2, PN 1)

S(p) = —Tr [diag (F(po), F(p1), -, F(pn—2), F(pn—1))] Z pilog p;

For a fixed temperature gas at a T'= 1/kpf in a canonical ensemble model has a
density operator:

exp(—BH)
Z

with 3 being a free parameter, H and €, denotes the Hamiltonian and its eigenvalues
and Z the quantum partition function:

Z="Tr (efﬁH) :Zefﬁei

k3

PCE =

based on the condition Tr(p) = 1. Thus:
pi=eP/Z
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von Neumann entropy

Conditional von Neumann entropy

Definitions of classical probability theory can not be trivially used
for non-commutative algebras.

Definition

| A

(Conditional von Neumann Entropy)The quantum analog of the
conditional entropy is defined as:

S(A| B) = S(AB) — S(B)

Where S(AB) = S(p*?) and S(B) = S (Tra p*?).

N
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von Neumann entropy

Example-I|

Experimental investigation of partially entangled states for device-independent
randomness generation and self-testing protocols

12 E. S. Gémez,»? D.
12

S. Gémez,"? A. Mattar,® I. Machuca
Cavalcanti,® O. Jiménez Farfas,® A. Acin,*? and G. Lima

! Departamento de Fisica, Universidad de C in, 160-C C in, Chile
2 Millennium Institute for Research in Optics, Universidad de Concepcion, 160-C Concepeidn, Chile.
]CFO-Institut de Ciencies Fotoniques, The Barcelona Institute
of Science and Technology, 08860 Castelldefels, Barcelona, Spain
{[CREA-Institucié Catalana de Recerca i Estudis Avancats, Lluis Companys 23, 08010 Barcelona, Spain
(Dated: February 5, 2019)

[1(0)) = cos0]00) +sinf[11), 0< 6O < m/2

Its density matrix:

cos? 6 0 0 cosfsing
0 0 0 0
o5 (6) = 0 0 0 0
cosfsinf 0 O sin? 6
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von Neumann entropy

Example-I|

AM =1, =0, A3=0, Ay =0,

cot 0 —tan 6 0 0
v = 0 vy = 0 vg = 0 V4 = 1
1= 0 , V2 = 0 , V3 = 1 , V4 = 0
1 1 0 0
Hence the modal matrix is:
cot§ —tanf O O
0 0 0 1
M = 0 0 1 0
1 1 0 0
which gives:
det(M) = —(cosfsinf) L.
As a result:
cos 6 sin 0 0 0 sin?6
1 —cosfsinf 0 0 cos?0
M= 0 0 1 0
0 1 0 0
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von Neumann entropy

Example-I|

So we have decomposed p as:
4B = MDM1
in which D = diag(A1, A2, A3, A4).
S(o"P) = = Tr(F(cP))

= —Tr(F(MDM™1))

F1) 0 0 0
_ 0 F@O) o0 0 1
=-T\M 0 0 F@O) 0 M
0 0 0  F(0)
= 0.

AB

The result is expected since o is a pure state.

It can be generally proven that pure states have zero von Neumann entropy, using
2
p=p°
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von Neumann entropy

Example-I|

Let's trace out the second qubit using braket notation and the linearity of the partial
trace operator:

o = Trp(0AB)
=Trp (cos2 000 (00| 4 cos 6sin 6]00) (11| + cosfsin 6 |11) (00| + sin® O ]11) <11|)
= Trp (cos?00) (0] @ [0) (0] + cos Osin 6]0) (1] @ [0) (1]

+cosOsind [1) (0] ® 1) (0] +sin® 0 [1) (1] @ [1) (1] )

= cos? 10) (0] Tr(|0) (0) + cos Osin #{0) (1] Tr(|0) (1)

+ cos Osin 6 [1) (0] Tr(|1) (0]) + sin® 1) (1] Tr(|1) (1])

= cos260) (0] +sin? 9 [1) (1]

_( cos?6 0
B 0 sin20 ) -
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von Neumann entropy

Example-I|

We see that the reduced density operator is diagonal. Hence, we don't need to
decompose the matrix further. Let's calculate:

S(B|A)y =S(c48) - 5(c?)
=0-S(c?)
= —S(c")

= Te[F(o?)]

[ (7T rien )]

= 2sin? 0 log(sin 0) + 2 cos? 0 log(cos 0)
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von Neumann entropy

Example-I|

This result demonstrates the general property of the quantum conditional entropy that
pure entangled states have negative values. It is actually easy to see from the
following plot that at the limits of 8 — 0 and 6 — 7/2 the measure goes to 0.

S(B|A)

We can easily see that the minimum is close to —log 2. This is not an accident since
is common among the so called maximally entangled states. In particular, 8 = 7/4 will

give the maximal entanglement.
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von Neumann entropy

Example-111(Werner states)

Quantum states with Einstein-Podolsky-Rosen correlations admitting a hidden-variable model
Reinhard F. Werner*

Dublin Institute for Advanced Studies, 10 Burlington Road, Dublin 4, Ireland
(Received 1 May 1989)

Note on Separability of the Werner states in arbitrary dimensions

Arthur O. Pittenger ¥ and Morton H. Rubin {
("] !
Wl l(s) :(l—s)d—nl+s|\11)(\11|

where s is a free parameter, d is the dimension of the qudits, n is the number of
qudits, |¥) is an entangled state and [ is the identity matrix for the composed Hilbert
space. It is proven that the state W[d"](s) is fully separable if and only if

s < (1 + d"_l)il. We take the simplest case of d =2, n = 2 and

| @) = (]00) + |11))/+/2 as prescribed.
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von Neumann entropy

Example-111(Werner states)

This state is separable iff s < 1/3:

(1+5)/4 0 0 s/2
W= 8 " _08)/4 ¢ 703)/4 8
s/2 0 0 (1+s)/4
With
= ()

S(B|A)w = S(AB) — S(A)

=S(W) - S(W4)

= g(s —1)log (%) — i(fﬂs + 1) log (3(38 + 1)) —log(2)
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von Neumann entropy

The blue point B has the coordinates (1/3,0.549306) and the red point
R(0.747614,0) which was found via numerical methods. The diagram clearly
illustrates that the state W while entangled(s > 1/3) has positive quantum
conditional entropy, a fact emphasized by many sources. This particular example

becomes negative for s = 0.747614.
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Other entropies

Renyi entropy

(Heuristic quantum Renyi entropy)For a density matrix p € D(H) the heuristic form of
the quantum Renyi entropy is defined as:

1

—

R(aip) = ———logTr (r(aip)) ,a € (0,1) U (1,00)

in which 7 is the function 7 : [0,1] — R*: r(a;z) = 2.

Remark

It is proven that: lima—y1 R(a; p) = S(p). For a — 0 and o« — oo the Renyi entropy
converges to the Hartley entropy and the Min entropy respectively.

Definition

(Quantum Conditional Renyi Entropy)The conditional form of the quantum Renyi
entropy, for a density matrix p € D(H) is defined as:

R(e; A | B) = R(a; p*B) — R(a; pP)

A
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Other entropies

Tsallis entropy

(Heuristic quantum Tsallis entropy)For a density matrix p € D(H) the heuristic form
of the quantum Tsallis entropy is defined as:

Tgip) = 1= (Tt )] =1).a € 0,) U (1, 0)

in which ¢ is the function ¢ : [0,1] — RT: ¢(g;z) = 9.

Remark

It can be proved that: S(p) = limg—1 T'(g; p). For ¢ — 0 and ¢ — oo the Tsallis
entropy converges to rank(p) — 1 and 0 respectively.

Definition

| A\

(Quantum Conditional Tsallis Entropy)The conditional form of the quantum Tsallis
entropy,for a density matrix p € D(H) is defined as:
T(g;p*P) —T(q; %)

1+ (1 - q)T(g;p5)

T(¢;A| B) =
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Other entropies

Example-1V (p(s) = s]0) (0] + (1 — s) |1) (1])

R(; p(s)) = log[s* + (1 = )] /(1 - a)

— 0.1
— 05
0.9

— 13
— 17
— 21
— 25
— 29
— 33

S — 37

for s = 0.5 Renyi entropy takes the value log 2 independent of a.
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Other entropies

Example-1V (p(s) = s]0) (0] + (1 — s) |1) (1])

T(g;p(s) =[s7+(1—-5)7-1]/(1—-9q)

T(g:p) q
— —_— 0.1
_ - 0.5

08t

0.9
0.6 | 1.3
- 1.7
04f B 2.1
—— \ 25
02 \ 2.9
‘ 33
02 04 06 08 10" 3.7

for s = 0.5 Tsallis entropy is not independent of q.
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Other entropies

Example-V(Maximally mixed in N dimensions)

For

p= pi |4) (i| = diag(po, p1, .., pN—2, pN—-1) = IN/N
=0

von Neumann, Renyi case:
S(p) = R(a; p) = log N (1)

Tsallis case:
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Other entropies

Example-111(Werner states)

log (QI_Q) —log (4_0‘ (B(1—s)*+(3s+ 1)0‘))

R(B|A)w =

a—1
R(BIA)
Fr~——————e
06} h T a
0.3
04F
0.9
02f 15
1 1 1 1 '=A s 2 1
02 04 06 08 10
—02F \ 2.7
|
‘ 3.3
-04F}F
39
-06f
N

As an example, blue point B has the coordinates (0,0.978043) and the red point
R(1/3,0.65241) which was found via numerical methods.
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Other entropies

Example-111(Werner states)

27971 (=3(1 — 5)7 — (35 + 1)9 + 2071)

T(B|Aw =
qg—1
T(BIA)
— q

0.3
Iy T oL = 0.9

9.6 08— 10
| 1.5
=05} ' 2.1
-10f 2.7
-15f 3.3
3.9

-20f

Blue point B(0,0.978043) and the red point R(1/3,0.826907).
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Quantum Relative entropy

Theory

Definition

(Quantum Relative Entropy) The quantum relative entropy D (pl||c) between density operators p € D(H) and
o € L(H) is defined by:

D(pllo) = {;F:[p log p] — Tr[plogo] supp(p) C supp(o)

otherwise

The quantum relative entropy is 0 iff p = o

Definition

(Heuristic Quantum Relative Entropy)The heuristic quantum relative entropy Q(p||o) between the d X d density
matrices p and o is defined by:

Qello) = S(p) — tim_(TrlpG(e; 0)])
in which G : [0,1] — R as:
Gle;x) = {lnz z € (0,1]

€ x =0

€ is a free parameter with € € R.
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Quantum Relative entropy

Example-Vi(o, = [¢(u)) (¢ ()] vs 0, = |1(v)) (¢(v)])

Qoullow) =
G(1) 0 0 0
. 0 G(&0) 0 0 .
— 1 Ti M. ’ M,
S(ou) = lim 9 7Tr fouly 0 0 G(e; 0) 0 v
0 0 0 G(€;0)
esin?(v) 0 0 —ecos(v)sin(v)
0 e O 0
=— i T
amoy e 0 0 ¢ 0
—ecos(v)sin(v) 0 O ecos?(v)

— lim (esinQ(vfu))

€—— 00
) Hoo uFw
"o U=

This result is expected. Different pure states diverge while the quantum relative

entropy is zero if the matrix arguments are identical.



Quantum entropies

Quantum Relative entropy

Example-VII(a(6) vs W)

el = % <log (ﬁ> +sin(20) log (315:le>)

Q. W)

— 0.1

— 03

— 04

— 05
7 — 06

— — 08

As we can see this measure of departure can detect the maximum entanglement of

state o(0). We can easily check that Q(W/||o) diverges.
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Conclusions

@ It is tempting to conjecture that if there can be designed an experiment that
measures Q(c||W) directly, we can detect and quantify the entanglement of the
pure state o(6).

@ It is proven for the quantum relative entropy that:

D(pllo) = tim_ D(pllo + <)
e—0t

using a different function G(e;z) = = + €. Since different functions can be used
to heuristically determine the quantum relative entropy, questions are raised
regarding the class of functions G(g; ).

@ Figures in slide 16,29 examples II,VI,VII do not exist in the current literature.
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